Some Special Integrals

L6: Error Function (Probability Integral):

The error function erf (x), also known as the probability integral, is defined as
2 X
erf(x =—fe‘“2 du
(x) e
0
The integral arises in the solution of certain differential equation and is of importance in the
theory of probability.

Note: 1) Remember the Gaussian distribution function is written as

1 1(u)2

f) =-me 2o

and it depicts a bell-shaped curve in —oo to + co.

Further, © = 0 and o = 1 for standard normal distribution change the above function as

1
__yz

1
f) = Wor-a
Now to compute the total probability we can integrate the above function in the interval
—oo to + o by putting%y2 = u? as
[e%) _ i [ee] —u2
[2 F)dy == [ e du
This must be equal to unity, as this integration represents total probability in —oco to + oo.

Therefore, [ e~ du =r

u

. —y2 . . . o _ .2
Since e’ is an even function we can write [ o € du=—

2

That’s why, the normalizing factor 7= arise in the definition of error function

erf(x) = \/%fox e~ du

Again, the error function (part from the factor \/% ) gives the area under the curve e from

u = 0 to u = x, and hence the name probability integral.

2) We shall see later that the Gamma function of # is defined as

r(n) = fooo e Y y"ldy, forn>0
1 00 1
For n=1/2, we get F(E) =[f, e?y2dy

Putting y = u? and dy = 2u du we get I' G) =2 fooo e v du, same integral as we got

earlier.

Prepared by Dr. Ritwik Saha, Kharagpur College



Since the limit of the integral for error function is from u = 0 to u = x and that for Gamma
function is u = 0 to u = oo, the error function is also known as incomplete Gamma function.

The following properties of error function immediately follow:
Property 1: erf(—x) = —erf (x)
2 X _q42
Proof: We have erf(x) = = Joe™ du
erf(—x) = \/Z—Efo_xe‘”z du
Puttingu = -y, du=—dy.Foru=0,y=0and foru=—-x,y =x
2 _

Therefore, erf(—x) = —\/—Efgce ¥* dy = —erf (x).
Property 2: erf(0) =0

.. 2 X _2
Proof: By definition erf(x) = 7= fo e ™™ du

2 0 _.2
erf(0) :\/_ﬁfo e du=0

Alternatively, from property 1 we can write

erf(0) = —erf (0)

2erf(0) =0

erf(0) =0
Property 3: erf () =1

.. 2 X _2
Proof: By definition erf(x) = 7= fo e ™™ du

er f(o) = \/iﬁfoooe‘uz du = \/Z—E X i—E =1, since fooo e du = g

This property shows that the total area under the normal or Gaussian distribution is unity.

erf x A
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Property 4: erf(x)+erfc(x)=1
Where erf-(x) is known as complementary error function and is defined as
erfo(x) = —=[" e du
C Vi Jx .

Since the limit of the integral for error function is from u =0 to u = x and that for
complementary error function is u = x to u = co. Hence, the name ‘complementary’.

Proof:

2 [ —uz [ —u r _uZ 2 \/E
erf(x)+erfc(x)=ﬁfe du + f du = — fe du=—><7=1
0 X 0

Series expansion of error function:

When |x| is small, the error function may be expanded with help of the following series

e’ —1——+—|——+
2 X
erf(x =—fe“2 du
(x) N
0
2 u? u*r ub
B2 AT T du
0

x7
[ p— —_ + —_ +...
VIt T 1x3721x5 3Ix7 l

B 2 s (_1)nx2n+1
erf (%) = \/_ET; n'(Zn+1)
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Gamma function (Euler integral of 2" kind):

The Gamma function of n, written as I'(n),is defined as
r(n) = foooe_x x™ dx, forn>0
It follows that for n=1, ra) = foooe_x dx = |—e7*|¥ =1

Recurrence formula of Gamma function:

AsT'(n) = fome"x x"ldx

rm+1) = foooe_x x" 17y = fome"x xMdx = |—e *x"|g + fome‘x nx" ldx
=0+ nf e X x" ldx = nI'(n)
0

Therefore, rn+1=nr() (M

This is a very important property, also known as reduction formula for I'(n).

It follows that rm=@-nra-1

Again equation (1) gives rtn) = %I" (n + 1), which tends to o as n — 0.

As equation (1) gives I'(n + 1) = nl'(n), we can write
rn+2)=m+DIrn+1)=m+ Hnl'(n)

rn+3)=m+2)r(n+2)=n+2)n+Drn+1)=mn+2)(n+ 1)nr(n)
and so on.

Ingeneral, TI'(n+m+1)=mn+mn+m—-1)....n+2)(n+ )nl'(n)

Clearly, at n = 0,—1, =2, ....., I'(n) has singularity (simple poles), i.e. I'(n) is defined at all
the real values of n except at zero and negative integers.
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As 'n+1)=nl'n)=n(n—1Ir'(n—1)
=nn—1)(n—2)'(n—2) and so on
=nn—-1)(n-2)(n—-3)..321TrM)=n!'T(M)=n! asI'(1)=1

Therefore, _ , provided 7 is positive integer.
Similarly, rn) =(mn-1!
Valueof I'(1/2):

The value of I’ G) is often required and may be obtained directly from the definition of Gamma
o 1

function as I’ G) = [, e *x"zdx

Putting x = y? and dx = 2y dy we get I’ G) =2 foooe"yz dy =2 foooe_xz dx

2 [ee) [00] [ee) [ee)
Therefore, [F G)] =2/, e dy x2 Jy e ™ dx = 41, e~ 4V dxdy

Using polar coordinate (7, 8), so thatx = r cos @,y = rsin 6 and dxdy = rdrd6, we obtain

o0
=T
0

[F G)]Z = 4f:io fgnz/(z, e " rdrdd = 4 x %f:zo e rdr=2n |—%e‘r2

Therefore, r G) =

Further, using the relation I'(n + 1) = nl'(n), we get

rQ)=r@en)-ir) -2

rQ)-r(en)-2r() -T2

Otherwise, I’ G) =TI G + 1) = %I’ G) , usingl'(n+ 1) =nl(n)

Therefore, r G) = g X % X \/Z—E = 15;/5.

Gamma function for negative value of n:

_1 1
As rn) = %F(n + 1), therefore, I' (—%) = r( _2;1) = @ = —2/m.
2 2

i
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