8.5 INITIAL BASIC FEASIBLE SOLUTION.

In a transportation table it is always possible to assign allocationg, |
different cells to have an initial basic feasible solution whicp will §
satisfy all the availabilities and requirements of the problem. This ¢y |
be achieved either by random allocation or by following some simple
rules. We discuss some of the methods for getting the initiab basic |

feasible solution. These methods are best explained by numerica |
examples. ‘ - ‘

(a) North-West Corner Method.

- This method consists in allocating the maximum amount allowable |
by the availability 4, and requirement b; to the cell at the north-west |
corner of the table. T b

We start with the top-most left corner of the following table
(north-west corner) and allocate maximum units possible there, thatis

: Dl‘ D, D3 ID4‘ a; X,; = Min (a, b))
= Min (30, 20)= 20
oF 12w o e winl e (

, _ In the table, 30 is t¢
02 ,3A ‘ 2 i -'.1' e W 50 maximum availability f}‘- m‘
O3 | 5 | 2 ]3] 8 |20 and 20 is the maxim® |

i 590 40 30 10 requirement at D,.
J ‘ :
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This allocation exhausts either (e avail
0 ‘ In this problem requirement of D
e cell (1, 1), bl.lt availability of 0,
o 10 the right hand ¢l (15 2): . vl alicans
T~ %1 0= Min GO o s e
| [We are to move vertically down, if b, > a | e
40, be exhausted but the requirement of I;
oond allocation will be of magnitude &

, wbility of O, or requirement
118 exhausted by allocating 20
I8 not exhausted and hence we

that is, if the capacity
is not satisfied. The

o Xy = Min (@, b, - x,) in the cell (2, 1),

b= then there is a tie for the second allocation and we shall

pavex,,= 01n (1, .2) and x,, = 0in (2, 1), that is, the next variable to.

te added to the basic solution will necessarily be at the zero level.]

~ With this allocation at (1, 2), the availability of 0, is exhausted but

the requirement of D, is not met and hence we go down to (2, 2) and
 dllocate there
Min (a,, b, - x,,) = Min (50, 40 - 10)= 30.

The above process is

continued until all the available D. D. Dy Di a
Quantities are exhausted and all 0 20 ], [101 30
G : 1 2 1

lie requirements are satisfied as 30] [20]

0 the adjacent table. This 0. 2 T0] : 10 2
ShOIlldbe checked at theend. \ 3 1 g| 20

Sollﬁis(j; §81lla1 : the - fe-agible B 20 40 30 . 10
ion. x;; is displayed at the |
"Pper left hand corner of each cell and the cost of the associated cell is
Wicated at the right hand bottom.
::??.':‘I:heimsultillgrstarting basic solution is
TT;1=20’ %y = 10, X% = 30, X23=,20; X3 .
- lecogt o to this feasible solution 18

20>< ‘z‘if?gisploid;nog x 2+ 20x 1+ 10%x 3+ 10x 8= 240.‘
Vfddfgg’é#n‘.sléorresponding i tl?e fo a sub-set of them
iy t foﬂnla'loolp and hence it1s a b

= 10 and X, = 10.

 Dhecell which get allocations are ¢
|ty Dital basic feasible solution 0%
- % ot optimal as the costs Were not t

alled basic cells.

ained by this 1
aken into account. "

nethod is, in i




_ 1= 6 allocations have betn made
ve to the right or down no close loop cann b §

ation at least one row or column js discaor'"
(!

Note. Here m+ n- 1=3+4
north-west corner procedure as we mo

of the allotted cells. Also in each alloc ‘ {ods boih
from further consideration, but the last allocation discards a column and

T : g : , e, &
Thus the solution obtained in this procedurff lsl a basic feasible Solutigy, \:1\:!
(m+ n— 1) variables although it may not be optimal. h i

(b) Matrix Minima Method. (Least Cost Entry Method )

In this method the cost matrix 18 carefully examined and the »
with the minimum cost is chosen. As much as possible allocatig, i
ade in this cell. The row (or column) whose capacity (, f
requirement) is exhausted (or met) is discarded. Adjustment is Mmade §
for the new availability and requirement in the new tableau and gy, §
process is repeated with the shrunken matrix so obtained. A

If the cell with minimum cost be not unique, then any one of theg 1
cells is selected for allotment arbitrarily.

In the transportation problem considered in the north-west come |
method we see that the minimum cost is in the cells (1, 2) and (2, 3) !
We - choose the (I, 2) cell. arbitrarily and allocate ther |
Min (30, 40)= 30 as the maximum availability and maximmn

» ~ requirement corresponding b

. Dy Dr Day the cell (1, 2) are 30 and 4 |
0,1 3 2 1 | 4 | 50 respectively. Then in th}
o > | 3 | g | po shrunken matrix obtained by §
discarding the first row (as the §
capacity of O, is exhausted) W
© adjust the availability @'
requirement as shown in the adjacent table. (Requirement for new D5 §
40— 30= 10). ' ‘ .

The cell (2, 3) in the new tableau has the minimum cost and *
allocate Min (50, 30)= 30 to it and repeat the process of discardi®é §

20 10 30 10

. D, D
,‘-'.02' 3|4 10
; Ty

. 750 10
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, columni-D; whose requiremep,

L is met,
jiscarding column D, is () The new tableau, after

In (@ we allocate 10 in the
ell (Z 2) and ‘then we get the D, D, D; D, a;
ble (b) as the new shrunkep o, | Y 20
Finally, as is obvious, 1

matriX-
fouowmg the same procedure’ 02 @_M ) EJ { 50
10 units are allocated to the cell E_l 10

0 e o OB E
(2 1), then 10 units in the cel] 5
4(3‘, 1) and finally 10 units in the bi 20 40 30 10
¢ell (3, 4). Thus the final tableay
‘is as shown on the right.

The resulting starting basic feasible soluuon is -
x;= 30, x,, = 10, x,,= 10, x23— 30, x,; =10, x,, = lO

"The numher of allocatlons is 6, as was expected The cost
correspondmg to this feasible solution is

2 30x 1+ 10X 3+ 10x 2+ 30x 1+ 10x S+ 10x 8-.240

~ Here too the cells corresponding to the feasible solution ora sub-set
of them do not form a loop. Accidentally the cost has become the same
in the two methods. This does not happen always.

Note This. method attempts to locate a good starting solunon by utilising the
Chwp routes in the transportation model.

() Vogel’s Apprommatnon ‘Method (VAM) (Unit Penalty
Method). ,

~ In this method we take into account the least cost c; in each row
and in €ach column and the cost that is just next to c; in the respective
Tow and column We determine the non-negative difference (or
b enalty) between the smallest and the second smallest cost in each row
’md exhibit it ‘against the respective row in parenthesm in the
tta"SPOrtatlon tableau by the side of the availabilities. The same

ol cedure | 1s followed for the column as shown in the matrix in the
lleXt i

v"’~<‘=onsﬁier the transportation problem as g1ven by the cost

e next page and compute the penaltxes
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for all the rows and
The maximum of these (.ilffcrel‘lCGS el e Colump, A
3 in the fourth column. If this maximum be que, then we ¢

any one arbitrarily p
Dy Dasy Dy Dy . this we see that 'from
0, 1 2] 4 130(0) 1 We

take the Next.
0, | 3 3 2 1 150(1)  minimum cost

3 C
O, 4 2 5 9 120(2) instead of the Min; el)

mum
A B e LTy
€a
@ (0) =i 1) © 3, that is, if we djtnt;};
allocate in the cell (2, 4) with minimum cost, then we sha]] incre
the cost. Thus we shall have to allocate as much as possible i, thig
cell. This will be Min (a;, b;)= Min (50, 10)= 10. We sha]] allocat,

0 to the remaining cell of this column after allocatin
(2, 4). The demand of this column being met, we s
column in the next tableau and adjust the availability and the
requirement of the remaining origins and destinations accordingly,
D, D, D, With. the ) shrunken
. matrix so obtained we
O | , 2 2 1 30(0) follow the previgy
0, 3 3 2 40(1) steps.
0; 4 2 S ]20(2) The next tableau is as
20 40 30 shown on the left.
(2) 0) (1) Penalties are
computed as before.

the first column and the
w and allocate 20 in the

» b; ) of that cell. The origin O, being
thus exhausted we allocate 2ero to all other cells of this row and delete |
this row from the next tableau to write the shrunken matrix.

- Proceeding in this way, we

8 10 in the ¢
hall give up thig

‘The greatest penalty in it is (2) for both
third row. We choose arbitrarily the third ro
(3, 2) cell which is the Min (q,

. get the following two matrices
successively: .
D, D, D_s D, Ds
0, 1 2 q30(0) o 0; 9 1 10(1)
O: |3 | 3.1 2 N400; . o, [ 3 | 2 |40
207 2055480 |

i - 20 30
@ M Sy mats Ly 1 (D
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» flest column o
e - ' the gt Matix we wa (o all;
t Wu L e P e Lo allocate 20 in the

i\“ and write the - second matyix D,
| jscanding the fiest colwmn, Iy q(,J ‘
e second mateix we allocata 10 0, =) %
¢ Uy 3) cell and then to meot o, it |
m{\ requirement  of e p i g 40
ystnation Dy, We are to allocate s e

jinthe (2, 3) call, The balance
y of the origin O, is then

Jlocated to the eell (2, 2). Thus the initial feasible solution is
= 20, xy= 10, xy = 20, x,,= 20, X = 10, Xy = 20.
The allocated cells are basic cells.
The cost corresponding to this basic feasible solution is
20X 1+ 10X 14 20X 3+ 20% 2+ 10X 1+ 20% 2= 180.

“To save labour and time, we can put the above computation (of
VAM) in'a single table instead of different shrunken matnces as
| *follows.‘ -

20

Dz} D, D, 4‘ ‘
‘ ] ko 1300|300 |30 10|

120 120 107 1 50.¢1) | 40 (1|40 (1| 40 (1)

TR |20 |200

**ﬂrv:..»..f.'.20(2) 40 (0) 30 (1)

20(2) 20(1) 30(1)

20(1)M '

each row and in each column
d in each column

ments. These have been\
penalty peing 3 in the

{ he-f above table the Pe“al“es in
Ve been displayed in parenthesis in €a¢:
"th"m_eﬂ'mspectlve availabilities and requiré

i ll'l the ﬁrst compal’“'nent Maximum
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column D, we allocate Min (50, 10) = 10 in the ce] 2,4y ..
exhibits the least cost 1. The requirement of D , being sgt
shade the column D, as shown in Athe table and. give up fu,we
consideration for D ,. The resulting cost matrix is made Up of th :‘her
0,, 0,, 0, and the columns D, D,, D, Applying the S:“’s
technique to the new matrix with necessary adjustment of availahy)
of the row O, we compute the new penalties for the fows alnty
columns of the new matrix and put them in the second cop artmed
Proceeding as above, we get ultimately the initial bagic -

. A feag;
solution in which all availabilitles will be exhausteq o 1?;
requirements will be met. ‘ :

: 1
15figq i

(d) Row Minima Method and Column Minima Method,

In these methods, instead of finding the minimum cost ce]y as we
did in the matrix minima method, we find the minimum cost cell in the
first row or in the first column respectively. Then we allocate th;
maximum possible unit to that cell and proceed step by step deletiny
either a row or a column to get the shrunken matrix until all th
availabilities are exhausted and all the requirements are met.

Let us apply the Column Minima Method to find the initial basi
feasible solution of the following transportation problem. In a simil
way the Row Minima Method can be applied. Let the problem be

s W1 W, W3 | W, ai

5 | - 21 L
i 19| 30 so[” a0 7
| . 7.] 2 |
Fs 70 30| 40 60| 2
F 37 o] 1. 18-
? 40 8 70| 20

S R
We first consider the first column W, in which the minimi™ c(;;
19 is in the cell (1,,1). We allocate 5 = Min (7, 5) there. BY 7
“consideration, we allocate Min (18, 8) = 8 in the minimum cosin i
(3,2) of W, and Min (9, 7) =7 in (2, 3) of W, and Min (2 19 10
cell (1, 4) of W ,. Row availability 2 of the row F, is the ayal a ¢
left after 5 is allocated in (1, 1). The remaining availabilities 2 of F'2



-~ o

0of F ,are allocated in the cells (2, 4) and
o the column W ,. Thus the initial bagjc S
xll:-'- 5, x|4= 2, x23=

(3, 4) to meet the requirement
2 _ olution of the problem is

» Xy = 2, X =8 and x,, = 10

The number of allocations being 6, the solution is b i
~ qhe cost for this allocation is - - i

sx 19+ 2% 10+ 7x 40+ 2Xx 60+ 8% 8+ 10x 20= 779

¢~ OPTIMALITY TEST OF THE BASIC "
SOLUTION. i

-~ After tl.le determination of an initial basic feasible solution to a
mnsportation problem, our object will be to see how to improve the
wlution to arrive at the optimal solution. For that, we shall have to
compute the effect of allocating a unit in-an unoccupied cell after
naking adjustment in the solution to maintain the availability and
requirement ‘conditions intact. This net change in the total cost
resulting from the unit allocation in the (i, j) cell is called the cell
evaluation of that cell and is denoted by A;. If A, be positive for some -
cell. then the new solution increases the total cost and if A; be negative,
 then the new solution reduces the total cost which implies that we can
teduce the total cost by allocating some quantity in the cells whose
 evaluation is negative. /
" Thus, if the cell evaluation for all the unoccupied_ ‘cell.s be greater
than or equal to ‘zero',‘ then there is no scope for decreasing the total
Costany further and hence the solution under test nwill.be optimal.
. NOWthenumber of unoccupied cells is |
L m-1D@E-1

a huge job by the above meth
ethod for the cell evaluation in a

 mn—(men- D=
and hence their cell evaluation \fvill be
_“Oavoid this difficulty, we device a metiod
Smpler way through the following theore™:

S G | 1. anlutinn haVing (’n + n — 1)

ove method.
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(i) First we find a basic feasible .ssﬂution of the.given trang fag
problem by any one of the methods discussed Previously. Th;s Solm!“"
will provide (m+ n~- 1) independent positive allocationg (fo:“n 1
non-degenerate problem) . 1]

Enter the solution in the upper left corners of the basic cells.

(ii) Then, for all the occupied cells (i, j), we determine a s

(m + n) numbers u, and Yy b= I, 2, ..., m;j= s

Y ..

such that
;= W+ v;.

In practice this is achieved by choosing arbitrarily any ope of
u; or v; equal to zero. This choice is made for that u, or v; for whigy |
the corresponding row or column contains maximum number ¢ |

occupied cells.

Enter them in circles in the upper right corners of the corresponding |

unoccupied cells.

(iii) Then the cell evaluations for the undccupied (or empty) cell |

~ are made by the formula .
A= c;— (u;+ v;), for the cell (i, j).
It is better to construct a table with these cell evaluations.

Three cases can occur :

(a) Ifall A;> 0, then the solution is optimal and unique.

~(b) If all A:,">‘ 0 with at least one A;= 0, then the solution s §

optimal but not unique.

(c) If at least one A; < 0, then the solution is not optimal and we&® |

1

.." n

to seek a new basic feasible solution and pass on to the next step-

. - I §
(iv) To find a new basic feasible solution, we include in it that cct

for which A is minimum (negative). We allocate maximum amo

; o §
possible in this cell and make one previously occupied cell emP‘Y‘.F s f

R o i
this, new adjustments are made as explained before. By allocating
cell with minimum cell evaluation, we decrease the total cost.
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| 7
5 Then the steps (1) nn .
y) Then the stej N () ate repaated ot - . ;
asible solution is obtained, peuted wntit sn optimal basio

Lo? . ‘_"‘,“'. “_N.J‘c‘;rm. mclh«:d and s knowy W6 Muodl 1os1 {0 aptitnality,
" ihe method is best explained by un oxample

without testing the optimality of (e solution
e optimality of the solution, by whicheyer e

We test the optimality of the problem 80
fnal tableau (page 321) with the initial

one cannot be sure of
od it is found,

Ived carlior by VAM in the
basic feasible solution 24

helow :

'As before the
allocations e o D, D, Dy D a4y
displayed at the uppe 20 5 T

eft hand comer of each % ) (1 gir—i-r ; ,[_T'O‘ ]30~1
cell while the costs are o, [2 20] —_[107 ry
shown at the right hand N 2 ) o §

1 20
bottom, being covered O» O|4 2 @15@19 20~1
in small rectangles at.

b
the comers of the cells. . 20 40 30 10
vy 2 3 2 1

We choose u,= 0,
as the row associated
with , has the maximum number of allocations. To compute
U, uy, i’, , V3 V5, v, we make use of the relation c,= U + v, for
the occupied cells. : ~
Thus ¢,y = w, + v, gives 1= 0+ v,, thatis, v,= 1.
| Similarly, we compute u,= — 1, #, ='—1’ V=2, v,=3 =2
_ &dset in the tableau along the corresponding rows and columns.

CELL EVALUATIONS The quantities (4+v) for the
— unoccupied cells are displayed in circles.

0 4

Then we compute A;= C;~ (w+ 121
| ‘: \h‘ the cell evaluations, _for the unoccup!

\3\ el 9 | cells. Thus
o | =3, Ay=h A= -
., A,=0, Ay=4 A= 1 % —'3’-A”under test is opti
| . Since qy) ."A,‘, are non-negative, the solution

°.“_Sh§-n0t.;unique as at least one Ay

mal

is zero.
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| ima ion is xj; = 20, X3 = 10, xp, = 9 !
Thus the optimal sol'ut,xon' 1 ,,m R s " N
= minimu St is g ;
xp =10, xp, = 20 and the

In this example we see um~ﬂ;etil::1m;\llob?§;:h f:«::rllblrt; Solutioy, .
obtained by VAM is the optimal solution. No Tu e Improvemey, wk |
oy | :
nec;i’s f?nd the alternative optimal solution, we al}ocatc Maim,
4 the cell (1, 2) where the cell evaluation is zerg gy i
g A or thi djustment of allocation ; ;
one of the cells empty. For this, readjus is madp
adding and subtracting 10 units  so that‘ the TOW and cop, -
0 requirements are not disturbed apg N
+10 allocated cells do not form a logp, ml
is performed by adding 10 units ¢, the b
_,10 , ‘+ 0L | cell (1, 2), subtracting 10 unitg from §
cell (1, 3), adding 10 units to the ce) ; ,
(2, 3) and subtracting 10 units from
cell (2, 2). A new table is constructed with the new allocations. Then
A . the same procedure i
D, Dz D, D, a; u; followed in
following iterations and §

20 10 1 .
% [1] |—T<_>| 1 ® ]3P 1t‘he final table i
0) 2) Y 30 [ 10 150 0 obtained in which the
. @l - 20 [ 3 1 @ g I corresponding (u;+v) §
O; l—4— |_2_O ‘ 20 - 1\ are shown ip circllles of
b; 20 40 30 10, = the unoccupied cells.
‘ 2 3 ) 1 - Then  the cl
L ‘ ' -evaluations "

A ,-j=-4 cy~(u,+ v)) are computed for all the unoccupied cells which
are given in the table below.

S The cell evaluations are non-negative &

CEL VALUATIONS hence the solution x,, = 20, x,= 1206

: s ‘:': O 4 18 -&22 ='_\ 10, Xy = 30, X = 10’ x32= v

— 1 Which gives the minimum cost |
L 4] 9|  +10x1+20x% 2= 180(asbe

e = 1§ another optimal solution. v

. otice that the cell evaluation zero in the cell (1, 3) mdlcate?ier.
-~ presence of alternate optimal solution which has been obtained €&
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In the adjacenl example we shall
Dy DaaatDyy qiay .y se¢ how the finitial solution is

. /2" 7.1 a 5 improved  when  some  cell
o AT Y evaluations become negative. |
* _,}__-—f Consider the adjacent
“pil. 3 4.1 7T [T g transportation problem :

0‘ | 6 2 |14 By  Vogel's approximation
. 9. 18 method we first find out the initial
b feasible solution as below :
2 D, D, D; a; Dy D, D

g 415 @) T
01 __ 2 4 8.(2) 02 3 3 18 (2)
A et Ly T e A eV

o R e I o.| 1] 6| 2|4
0, 11 .:6 2 | 14(1) b 2 9 1?)

4] Wy .
o A D (1) D\ D
fiespy Dyt Dyt 0 5 4] 7(1)
0 5| - 4 717 (1) . 2] 2 4(5)
st 04 1 6|4(5)
o 1] 6HY 2 . BTy

M S 5y ieg 4 10 PIEE SRR AR )

@ @ 06
The solution is thus sl
;  ; xn-'5 JC23"‘ 8, Xn= 7, X = Ay
The, total costis
| b X 2= 80.
| %2+ 8x 1+ 7x 4+ LR EE 1=6

1 Z1=4+3-
,.';“:‘_‘,V,The mlmber of basic yariables is m=+ 1 1

ft hand
. uantity at the le

| \ - As befor struct a table in which the @ Sty o
{ Bher COm: \:1? t(;l?cell represents the cell allocation, q

§ e,

e "ghl hand bottom represents the cost.
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Then, for the occupied cells, we determine a set of -
uantities in circles
numbers u; and v; as before. The q 16s are (u, +
the unoccupied cells. The cell elvaluatlons {ej— (+ v))
unoccupied cells are shown on the right hand table below.

)
V) of
of [he

D, Dy 3D u;
_ - - @ @ _ | CELL EVALUATIONS
: 1
@ @ o 8 i
8 -1 [
02 3 3 1 3 - .
s —
0, [€) 17 © 722 6 + | ;
15 4 7 ; ]
o I R 0 i e 1 R 5 '
: 1 & 6 2 _ () marked cells are
> 5 5 occupied cells
Vj 1 6 2 : %

We observe that at least one A; (= ¢;— u;— v)) i.e. A, < 0. Hence
the solution is not optimal. There being only one negative cell
evaluation, we allocate maximum quantity to this cell to make one of
the occupied cells empty. For this, readjustment of allocation is made
by adding and  subtracting 2 units so that the row and column
requirements are maintained along with non-negativity restriction. For -
that, we see that we can allocate 2 units to the cell (2, 2). Subtra
2 units from (2, 3), add 2 units to (4, 3) and subtract 2 units from
(4, 2). This makes the cell (4, 2) empty.

This is shown in the table given in the next page.

A new table is constructed with the new allocations. Then in th¢
next iteration the same procedure is followed until all the cell
evaluations are non-negative. e

We see that all the cell evahiatioﬁs of the unoccupied cells are

non-negative and thus the unique optimal solution is
X = 3, Xp = 2’x23=6’

X=Xy =2 X = 12,

Notice that the allocated cells are basic.cells.
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RR1|
] 0 2 P I
o |- ® . |®
2 i 4 N l
/F
+2 [8-2 . © 9 5
0, | @ ! @ 7 0
S S 4 7
= - : 2 @ 12
b wlig e e = 14 0
BERcr 7 9 18
CELLEVALUATIONS vi 1 4 2
Ty The minimum cost is thus
e 2 |

X2+ 2% 3+ 6% 1+ 7x 4
+2x 1+ 12x 2= 76,

| TR It should be noted that the cost with the
et [ai 2y [ initial basic solution as obtained by VAM was

80.

18 DEGENERACY IN TRANSPORTATION PROBLEM.

Tfatthe very initial stage or in any subsequent iteration the number
o findividual‘independent allocations be less than (m+ n— 1), tl)::ﬂ
_ We have a case of degeneracy. This degeneracy may occur ot the very
 nitigl stage or at any intermediate stage. o
vff-f-‘f*TO-Iesolve this degeneracy, we allocate a very sn}ull positive
( qllanutye to one or more (as many allocations are required to hn;rle..
"7‘ s - - e t)’ CC\ S
mt . 1 i t of allocations) of the emp

- 1) independent S€ ‘ e X
:‘;('g“'“e.tally zhe 10“?33'; cost cells) and consider these cells to be the
Ycupied cells.
Bk The quantity € is SO chosen that
“‘jin~r.0"’.<"e<fxﬁ» g+ 0= §, x(ii €= Jjj

With this choice of €, the original p blem
» v V [umn restrictions.

(ul(immely). Xy > 0.
roblem i$ not changed, since it

| does not violate the row and co
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¢ is considered as a real positive z}lloc;atul)ntic; long as ig reqllired,
ultimately it is to be omitted in the optima -so ution.
Let us consider the following cost matrix as an example :
By VAM we see that the initial L TO
solution is (adjacent table) . ol 3 8 | 7 T .
. ' z ;
-X:ISi gg, X5 = 50, X3 — 20, V e a : ; »
X32 = r o i = =
TO : :
~ | Now - the nu
8| 71 3]604)|60(4) mber

- | occupied cells is four, Which
0 51 3 9]70(5)|20(D)|is  not  equal
B : - m+-n-1=5
» 11‘_] s 12 8«0. (2.')' 80 2) ' Thus there is degeneracy i
50(5) 80(4) 80(2) | the initial stage.
80 (4) . 80 (2). We now add a small
positive  quantity € to a ce||
such that this does not result in forming a loop among some or all of
the occupied cells and make them dependent. For a dependent set of
cells, unique determination of u; and v; will not be possible. With this
in view we allocate € to the cell (1, 2) and construct the following
new tableaux computing u; and v; for the new allocation. Then we get
the cell evaluations and observe that A,, is negative. The numbers in

the circles of the unoccupied cells are (4; + v;) of that cell. Then the

cell evaluations are Ay = c;— (u;+ v;), which .are all positive except
that of the cell (2, 2). s : SRR

The following tables are self.

to

FROM

explanatory : |
) [=l [eol 7| ™wrisrcaiunvaLuaTion
o0 : @ 20 { B o o AP R I
3 8 o (0 e luing i
¢ 80 €D Sl g T e R
50 80 ' ‘Azg‘—-(—5<o
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Then we allocate maximum possible unit to (2, 2) cell, since this
ins the negative cell-evaluation and r ’ el
conta 3 ation and repeat the iterations as shown
i the next tableaux,

By the following adjustment, we make the (1, 2) cell empty and

gllocate g to the cell (2, 2), which becomes occupiced.

et e ST A Ui
le=€]60+¢ | 163 @ |s0 60 —6
} ; , /11|l 7 3
e 32450 - £ 20
: +g&. |20-8 \ 70 0
A 3 8 9
so . 8 80
vi 3 8 9
~ CELLEVALU ATIONS' : All the cell evaluations are
— made and they are non-negative.
L . So we have obtained the optimal

o : solution as
. . . '
: ; L X3 = 60, X1 = 50, X = 20,

X =80, which is basic too.

" The infinitesimal quantity €
far as number of allocations are
ately while writing the  optimal

| plays only an auxiliary role as
| concemed and is removed ultim
| solution.

- The minimum cost is 750.

S IN TRANSPORTATION PROBLEM.

| 19 variaTioN

{ (@) Unbalanced transportation
roblem th
ot equal to the sum

pmblem.

| Bl e availabilitics or
1 Ifin a trans - ¢ sum of the @

oo rangportation P il Uit
‘.i.',i_t-;"'lﬁPaCities i [())riginb‘ faen of the requirements of
l ‘¢ destinations, that is, if
Z a; # 24 b[ '

el j=1

1 "enwe have an unbalanced transporta tion problen
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cost, Wé allocate at the minimum cost cells and hence due to very

(oiﬂ‘ : . g
|argeness of ¢, no allocation will ever be made in the (i, j)-th cell.

Ina maximizing problem,this is achieved by assigning a very large
qegative number for ¢, in the (i, j)-th cell.

() Some positive allocation in a particular cell.

If we are to necessarily allocate at least a quantity p in the (i, j)-th
cell, then we are to consider (a, — p) as the availability in the i-th
source and b, - p) as the requirement at the j-th destination in place
of 4, and‘bj respectively. Then the problem is solved in the usual
manner with the changed rim requirements.

Note . A transhipment problem, uplikc a transportation problem, is such that the material
moves from one source to other sources and / or other destinations before reaching the specific
destination. In these problems,the costs of despatch from one source to another or from one
destination to another are required. The solution method is not discussed here.

810 ILLUSTRATIVE EXAMPLES.

'Ex.1. For the following transportation problem obtain the different
starting solutions by adopting the North-West corner method and
Vogel’s approximation method and find out which solution is better ?

Dl' 'Dz D3 a,-l

o,| s | 1 ]:8 |12
0. "2 P4 0" 14
Osi| 346 oo b
b, 9 10 1

We first adopt the North-West corner method for the allocations in
the given transportation problem.

Beginning with the North-West comer of the table, the allocations
= are made as shown in the

Dilses 20D D; ai (able. The allocations are 9
T 12 in (1, 1), 3in (1, 2), 7 in
EET T s 1 2,2, 7 I @ 3 4.
[T 7 14 @3, 3). _
5| ol P Total cost in this method
v is 45+ 3+ 28+ 0+ 28
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Then we apply Vogel’s approximation method to the Problep, F

We first compute the penalties.
alties as shown in. the brackets are the difference betwee

These pen : : n
nd second smallest cost in each row and in each colur,

the smallest a
The maximum penalty bej,
in the third column, we a“ng7

D, Di: Dsai . Min(a, b)=Min (14, 1)<

0.1 5 1| 812 @ in the cell (2, 3), with Minimyy,
0. 2 | 4 W of14 (2) cost,O Then the shrunken may;
ol » ‘ - becomes, after discarding the thjy
0, 3.6 o 7 4 ) column whose . requirement
b, 9 ", s Qs . fulfilled as shown below.

m & O AN S EY “ ;
We again compute the penalties in this shrunken matrix as given

the table below. 4 being the maximum penalty, we allocate in the ce]|
(1, 2), with minimum cost, La o, fe st et D D, a

Min (a, b)) =Min (12, 10)=10, by 01| 0] 12 @
which the requirement " of the
second column is.met and we are

left with the shrunken matrix given .02 2 4130
below. ; Sons bt
Then the allocations of 2,3,4 05| 3| . 6|40
are made in the  cells p 9 10
(1, 1), (2,1), 3,1). ' 1) 3)
Thus the starting solution in this method will be R
Dis g 11in(2, 3),10in (1, 2), 2in (b 1
. Z'_l g ' "3in(2, 1)and 4 in (3, 1).
A s [2 ~ The total cost in this method is
0.3, 11X 04+1x10+5x2+2x3+3%4
2 g
2 |3 =10+ 10+ 6+ 12=38. ,
0 (4] g kg ~ Thus  we see that V(:-i::llsl
2 _approximation method gives better

b, 9 - in this problem.

Sl _ In both the methods the num
allocations ism+n—1=3+3 ~1 =5, The corresponding cells 40
form a loop and hence the allocations are independent.

ber of
not
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[x. 2 Solve the following transportation problem

Dl 'Dz D3 D4

,a'
O,{ 10 7 3 6 3
O,| 1 6 8 3 5
05 7 A |#3 3 47
b; o 3 2 6 4

We use VAM to find  the initial basic feasible solution of the
problem For that, we take into account the smallest cost c; in each
row and each column and the second smallest cost, that is, _]ust next to
; in .the- respective  row -and column. We  then compute the
non-nevatlve difference between the smallest and the second smallest
cost in each Tow and column and exhibit them in parenthesis. The
maximum of these differences is 6 in the first column and we allocate

7.

PPy Dy Da ag | D, D, Dai ai

olwl7]3]el3s & o7 B3] 6 | 3 @
Pt el g At 5 @) - 0| 6 (B 3|20
ol ol s pagrar e 4.8 37 O
B3 g 6 b R T N .
6 2 @ O 2 @ O

3m the least cost cell (2 1) of the first column since Min (Z 3)=3.
his satisfies the column requireme ment of the first column m:j t;vl::l :z:sz
on 10 the next table deleting the first COlUr}‘lﬂ In thfl: SIBCC;T)I oy ahis
gam compute the penalties. and allocate 3 in the cell (

re is followed for
row 0, , by the same, consideration. Same procedu

ihe next tables and we get an initial basic solution a$2
3 X5 5

ﬂ Jcl3*- 3 xu_.. 3 x24 2, Xy = 2 X33 =




D, Dy Di a LoV D
) 3 4 { i
1 31 157 u,
bl % s3] 2 @ O ?1027@3 o3
3 ~
0324_3J52J3 F.6(1) 10y 1_}6 82\35 ;
5) 12l 3] |2
b2, .8 54 0 [© 7% 4¥ 37,
@ G © G T Ty e

Here the number of allocations is 6 which is eqy, t
m+ n— 1= 3+ 4— 1. Hence the solution is non-degenerate, 0

Then we test for the optimality of the solution, since the solutig, o
the problem means the optimal solution. With this in view, we compy
in the last table &; and v; as shown there such that for the occup
cells c;= u;+ v;. Then, for the non-occupied cells, we compute i,
cell evaluations A;= ¢;— (4;+ v;)) and put them in circles in the
unoccupied cells for saving space. We see that the cell evaluations u
all positive and hence the above solution is optimal and unique.

The minimum cost of transportation will be

3x3+3x1+2x3+2%x4+3x5+2x3=4I.

Ex. 3. Solve the following transportation problem :

A

B 'C - ai
F, 10 9 8 8
F, 10 | 7 10 7
F, 11 9 7 9
Fy 12 | 14 10 4

b 10 10 8 ]
[ Aalyani Hons., 1982, Calcutta Hons. 20:;0
a.

~We apply the matrix minima method to find the initid %
feasible solution. There is a tie of minimum cost °°‘efﬁ°ientsa¢s
(2 2) and (3, 3) cells. We choose (2, 2) arbitrarily and 2o
there Min (a,, b,) = Min (7, 10) = 7 and discard the empty row *7
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: ve allocate Min (9, 8) = § ;
hen we alloca + 9= 8in (3, 3) and ais colu
ose demand is met. In the shrupke M

C“’h ; nomatrix the tie in minimun
in (1, 2) and (3, 2). We choac o \inimum
ols A1 (1, (3, 2). We choose arbitearily (3, 2) to allocate

.+ there which is the left out capaei P :
{ unit ¢ apacity of /7y after tho allocation of

o ; D oY \ : H
gunits (?f 3)“.1‘"0‘:"5:‘\“‘,& I this way, we finally get the following
complete allocation table m which the number of allocations is 6.
ghichis mt p= 1= 43 3 1, R

6 | b) i e -
Fy 7 10 | 7 0 | gl 8
| = -
i A ngranil 19 v Y[ 1017
F - TR
3. 11 | 9 7 )
Fa 4 : 4
‘i 12 14 0. -
by 10 10 8
~ Theallocations are independent. The initial basic solution is thus
=6 xp= 2, Xy =T, Xp= 1, Xy = 8 xy=4 and  the

toresponding cost is
6% 104 2% 04 TX T+ 1% 9+ 8x 7+ 4% 12=240.
~ To test the optimality, we construct i; and v; as usual and proceed
wofind the cell evaluations, that is, {¢; — (4 v)) ) forthe unoccupied
sells (shown in circles) as below : ' 3

Av B C " ?C,;;_
A PR R ) !
Fy - [0 g o8 0
I SRS K R
8 I saddats
Fy @ 7 ll‘ ] I 9 ‘ 7
2 4 sl LA @ [ 14 J L
"J T P 7~ s initial basic
Here the cell evaluations are all positive. Hence the initial basic

A R i . . o
F,l“‘;‘l,on;qlgtained.is.v‘optimul and unique.
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4. Obtain an optimal basic feasible solution to the o, -
N blem : ow"tg ;
transportation pro : t.
Wi W, W, W, E
e 5% ¢ 4
F, 70 30 40 60
P e A I L]
5 8 7 14
[ Kalyani M. Sc., 1982; Vidyasagar Hons., 200y,
We use VAM to find as 'usual the initial basic feasible solution, At
seen from the table we see that the initial allocations are s
Xy = 50 Xu= 2 Xn =7, X = 2, X = 8, X3= 10,

whose number is - m +

To test the pptimality,

n— 1= 6 and whose cost comes out as 779,

we compute u; and }»vj and have the ce| |

evaluations in circles of the unOccupied cells.

[ The numbers in circles are the cell evaluations, that i, |

Cy— '(u,-+.vj)_.] :
hara Base Wy e DWW Suniie oW W, uj
9 | Fl tac A @ — | Z ' 0
7 qﬁ F; @ | 7 2
G ' 70 50
B 30 40 | 60
@12
Pl ) et 8 A 10
| - g [>T+ T70 [ |20
5] 19 -2% =10 10

This shows that A,=-18, a negative quantity. Hence this

allocation does not give an optimal solution

We allocate maximum quantity (+2) to this cell (2, 2) an
 the cell (2, 4) empty. Re-adjustment of allocations, are mad
maintain the row capacities and colurnn r-équirements. Fﬁrt
2 to the cell (2;: 2), subtract 2 from (2, 4), add 2 to (3, 4) and s

2 from (3, 2), (shown in the tables in the next page ).

hat, w¢ ad

d make

e 1

ubtract
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with these revised allocations, the new transportatlon table is
mxctcd and shown on the right below,
con

/”’ﬂﬂf ‘5 2 7
-] -1 191 (30| [so] [10] °
T 2 9 0 2 7 .
- 70 30 40| [60
/‘F 6 12 18
s-2| | 10+2 s | . L) i
A ' | 'GE S g 7 14

mﬂthe next iteration the same procedure is followed. We compute
n and v; for the table and get all cell evaluations non-negative in the

unOCCUpled cells. The allocated cells or any sub-set. of them do not
form a loop and hence the solution is basic.

The elements in circles are cell evaluatlons that is, {c; — (u;+ vj)}
and they are all positive.

Wl | W, W, ’ W, Ui
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~ Examples VIl
. Find the basié feasible solution of the following transpy
problems by North-West-Corner rule : ”aﬁon
(i) D, D. Ds D, a o -(”) v T0 4
"0,[19 20 50 10| 7 e &
0, |70 30 40.60] 9 el d I "
. 4i ' |5 4 7
O;|40 8 70 20 | 18 . 7
by Y5 g W Sy B8 Bt 2 oy
iy -~ DESTINATIONS &
2 2 1710 .8 Y 4 4
G
g 1 4 7 2 8
3 9 4 8 12 | 9
by-3.. .84 5 6 [ Jadavpur M.Sc., 199

[‘Ans.,\gi) X11=5, X12=2, =6 X33=3, X33=4, X3 =14,
(W) Xi1=5, X21=2, xp=6, x,=3, x54=4, Xgg= 14,
(ii)) X13=8, x,=1, X2=2, X3= 4, X4=2, X3y=3, Xs5=6.]

)

27 Determinethe basi ;
. asic fe 1 soe : )
approximation method. asible solution of Ex. 1 (jii) by Vogels

[Ans. Xi4=4, %2=2, xp5=6, x;, =3, Xo=1, Xp3=4, X =1]

«\3/ Apply (a) Vogel's approximation methoc; and
(b) Row minima me

. thod to fi Lt ; :
following transportation problecr,nf:lnd 5 basieyfaashle eoluon o

1. 2 3 4 a,'

21 16 25 13| 11 -
17 18 14 23| 13
318 27 18 4119
e 5 B8 1 15
[Ans. (a) x;,= =6, Xp=3 .
!‘ (2)) b 1111,, ;:2,1= 16;: ;fa x:;==45 )Zjoxai; 124.]

S
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4/ the previous problems a i

o basic feasible solution in eachp.Ply the matix minima method {0 fing

Find the optimal (mini |

d m [ i
tmnS§0nation S roblarmis: um) solution of the . following
e LTS (il
0] D, D- Di D, a (i) Di Do D, D, a
oft 2 1 418 0|5 3 6 2|19
|3 3 2. 1]580 Q|4 7 9 1|37
|4 2 5 9|20 0|3 4 7 5|34
y 20 40 30 10 by 16 18 31 25

[ Tripura M. Sc., 1981]

i (iv) |
DND, Ds Ds Ds ai+ N Y, |
V ’ ’D1 DZ D3 D4 aj
6|3 4 6 8 8|20 .
O,|5 3 6 4|30
2.9 30 4
o o.|3 4 7 8|15
Ol 7 11 20.40 3|15 or RS O
-O‘. ,-1 95 8. T ,}13 b 10 25 18 7
b4 6 8 18 6
l [ Kalyani M.Sc., 1991] [ Jadavpur M.Sc., 1983 ]

2 1 4 3|50

P————

. Ol23 27 16 18|30 0|3 3
Ol1a 17 20 51|40 o4 2 5 ° 6 2

7 3 4 620

03222812 32 | 53 O:| 3 |
| b 22 35 25 41 p 20 40 80 10 S0 25
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[Ans. (i) X1 = 20, X13= 10, X2 = 20, Xp3= 20, Xa4 = 10, Xy = 20:
Min. cost = 180. ‘ '
i) %e=18 Xu=1 X1 = 12, X24=25, Xa1 =4, X33=30;

Min. cost = 3565.

(lli) X1 = 20, Xp1 = 4, Xp3 = 8, Xp4 = 18, Xa1 = 9, X35 = 6, Xy = 7,X4 N
Min. cost = 246. 250

(iv) Xy = 23, Xia=T, X1 = 10, Xp2=2, Xp3=3, Xg3= 15

Min. cost = 231.

v) X14=30, X1 =5, XQ =35, X34 = 17, X33 =25, X34 =11
Min. .cost = 2221. ’

(Vi) X%1=20, Xi3= 10, Xo3= 20, X4 = 10, Xp5= 20, x3= 40
Xas= 10, Xag = 25, Xa5 = 20 ; Min. cost =430. ]

/" Determine the optimal basic solution to the followi
transportation problems : . ng

a-
(i)
1 2 585 &g
g0 8 e 7 lu 6
- 1 0 6 1
5 8 15 9 |10
b] 4 /7’ 5 3 > s E
| [ Kalyani Hons., 1967 |
1 BpEataen 9 .10 | B
& RTdad W 5“5 [+ 6
3.8, B 9L 1M 8 a2
4| 6. B 1p 2 10| 9
by 4 4 _ 6 4 >
[Ans. (g)‘x12'___ 8 hi o 1',' L Ey =[ fagza,z/\;,;sg, 1983
Min. cost = 100. ' 1 X34
2,

o i)) xi3= 5 Xop= 4, Xpe= v
y A26 =~ 2; X31 = 1' Xar = 1 X441 = 3, X44=
X5 = 4; Min, cost = 112.] ‘ * o
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ﬁolv ¢ the following transportation problems :
0 « A B c aj -
| 50 30 220 | 1

[ 90 45 170 | 3
m | 270 200

50 4
, bj 4 2 2 ,
(i) v dDw"y B ., Day @
Oy 0 2 1 5
Oz il 2= it i = 1537~ 10
03 2 4 '3 f 5
b; 5 5 . 10

[ Calcutta Hons 1993]
ns (l)X11—1 x21—3 X32 2, Xy3= 2 cost = 820.

i) X;3= X1 = Xop = Xg3 = 5 Min. cost = 35.]
8 olve the fo|lowmg transportatlon problem -

- 1° 2 3 4 B aj
§ | T 7RO 40RETURD Tl 21207 I8
A - T
5| os  -65- -80—;B0-565 |9
R S e L
R e L b

b B By s dgie e

[Ans Xi3= 8, Xaa= 4 Xp5= 3, Xa1
o= 4, Wy W cost=1102.]

3/86lve the following transportation pro

o = a5

blem :

17
g 2, X42-2 Xa3 = 4:

3 X25-- 1, X3
[Galoutta Hons 2001 ]

i»X15 = 21 _x21
.2i :‘_fc':ost- 103 ]




